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A COMPARATIVE STUDY FOR CHOOSING THE BEST KINETIC MODEL 
USING DIFFERENT ERROR METRICS

 Ajay Kumar Agarwal

ABSTRACT

In the present investigations, a comparison of fly ash and cow dung ash was carried out to study the adsorption 
kinetics of Nickel ions present in aqueous solution. Various kinetic models are evaluated during these investigations, 
which include pseudo-first-order, pseudo-second-order, intra-particle diffusion, fractional power, and Elovich 
models. These models were exhaustively evaluated and compared using eighteen different error functions. An overall 
performance indicator metric has also been discussed that helps in ranking the different kinetic models for estimation 
of adsorption capacity (qt) based on the values of different error functions. After analysing these results, it was 
observed that the kinetic models can be ranked from best to worst with respect to qt determination for cow dung ash 
and are as follows: pseudo-first order, pseudo-second order, Intra-particle diffusion, Elovich, and Fractional power. 
Similarly, for fly ash adsorbent, the ranking of kinetic models from best to worst was found to be: pseudo-second-
order, intra-diffusion particle, fractional power, Elovich, and pseudo-first-order. 
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INTRODUCTION

Heavy metal ions present in industrial effluents 
are a source of hazardous pollutants [1]. Increased 
industrial and human activities are the main reasons for 
the higher level of metal ions present in wastewater [2, 
3]. Effluents consisting of nickel ions have a significant 
concern when discharged into the water bodies. Once 
released into the environment, nickel ions accumulate 
in living tissues via the food chain and cause toxicity 
even at lower concentrations. The various literature 
available indicates that its toxicity depends on the dose, 
time of exposure, and individual susceptibility [4, 5]. 
Due to its toxic properties, the removal of nickel ions 
from the contaminated water has drawn the attention of 
researchers across the world. Chemical precipitation, 
ion exchange, flotation, biological treatment, and 
adsorption are often used to remove heavy metals from 

wastewater [6].  Amongst several different removal 
techniques, adsorption is known for its economics and 
usefulness. Therefore, in the present investigations, two 
low-cost adsorbents namely fly ash (FA) and cow dung 
ash (CDA) were used to adsorb the nickel ions present 
in the water. To design an adsorption process, it is very 
important to study the kinetic aspects of the same. With 
a clear understanding of the kinetic behaviour, one can 
effectively determine the optimal contact time between 
the sorbent and sorbate, ensuring proper interpretation 
of experimental data [7, 8]. 

For studying the kinetic behaviours of FA and CDA 
as an adsorbent, five different kinetic models were used. 
These mathematical kinetic models are used for the 
correct interpretation of experimental adsorption results.  

However, the main challenge is determining 
which kinetic model should be selected for describing 
the kinetic process of adsorption most accurately. In 
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this regard, this paper has contributed an extensive 
evaluation for comparing and analysing the performance 
of different kinetic models by using eighteen different 
error functions. It was found that there is no single 
kinetic model that outperforms the other models with 
respect to all the error functions discussed. Thus, in 
this regard, this paper has also proposed an Overall 
Performance Indicator metric that helps to select the best 
performing kinetic model using the values obtained for 
the error functions by the kinetic models.

EXPERIMENTAL 

The batch experiments were conducted to study the 
kinetic behavior of nickel ions for adsorption on FA and 
CDA. To carry out these batch experiments, the aqueous 
solution containing 20 mg L-1 of Ni ions concentration was 
prepared. All the batch experiments were conducted under 
constant stirring conditions at an RPM of 150. During the 
experimentation, the dose of adsorbent i.e. fly ash and cow 
dung ash was maintained as 10 g per 100 mL and 1 g per 
100 mL respectively. The pH of the aqueous solution was 
measured as 7.3. After each experiment, the adsorbent was 
separated from the solution, and the remaining solution 
was used to measure the concentration of nickel ions. 

Equipment and chemicals
In the laboratory, aqueous solutions of Ni2+ ions of 

different known concentrations were prepared, and batch 
experiments were performed for the adsorption of Ni2+ 
ions present in the aqueous solution using fly ash (FA) 
and cow dung ash (CDA).  During the batch experiments, 
the concentration of nickel ions was analysed using an 
atomic absorption spectrophotometer (GBC 932 AA). 
An oxidizing flame with air-acetylene was employed, 
and the measurements were conducted at a wavelength 
of 372.0 nm with a slit width of 0.2 nm. The chemical 
composition of the fly ash and cow dung ash was 
determined by conducting an XRF analysis using the 
Shimadzu EDX 7000 Series Energy Dispersive X-ray 

Fluorescence Spectrometer.
The fly ash and cow dung particles were examined 

and studied by capturing magnified images using a 
Scanning Electronic Microscope (SEM 515, Philips).

Adsorbents 
Fly ash, a fine powder waste was collected from a 

Bituminous coal-fired power station located in Nagpur, 
India. This fly ash was utilized as an adsorbent without 
any pre-treatment. The cow dung which is again a waste 
material was collected from a local Indian cow. The cow 
dung was sun-dried for 15 days and burned in the open 
area and the ash produced in such a way was used as 
an adsorbent without any further treatment.  The major 
chemical constituents of fly ash (FA) and cow dung ash 
(CDA) are tabulated in Table 1.   

The major chemical constituents of fly ash used 
are silica (65.01 %), alumina (24.41 %), and iron oxide 
(4.04 %). However, the main constituents of cow dung 
ash are silica (22.87 %), iron oxide (5.43 %), and lime 
(39.13 %) which makes it a class F fly ash as per ASTM 
[9].  Class F is low in lime, and contains a greater 
combination of silica, alumina, and iron (greater than 
70 %). However, the cow dung ash is classified as Class 
C which contains about 39.13 % of CaO. To analyse 
the size distribution, the Indian Standard code [10] was 
used, and it was observed that for cow dung ash and fly 
ash, 99.1 % and 92 % of particles had a size less than 
75 μm. Fig. 1 indicates the magnified image of fly ash 
particles and was observed that the fly ash particles are 
mostly spherical in nature. However, for the cow dung 
ash particles magnified image (Fig. 2) displays the 
microstructure of CaO-rich cow dung ash and shows a 
compact structure with a rough surface. 

Kinetic models 
It is very important to determine the rate law to 

study the sorption kinetics [11]. Five well-known kinetic 
models - pseudo - first order, pseudo - second order 
model, intra-particle diffusion model, Fractional power 

SiO2 Al2O3 Fe2O3 CaO TiO2 MgO Na2O K2O P2O5 SO3

FA 65.01 24.41 4.04 0.35 0.69 0.55 0.22 0.21 0.037 0.15
CDA 22.87 - 5.43 39.13 0.69 - - 13.49 11.04 2.10

Table 1. Chemical composition of fly ash (FA) and cow dung ash (CDA), %.
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model, and Elovich model were employed to describe 
the kinetic process. The mathematical equations, kinetic 
constants, and plot parameters of these five kinetic 
models are indicated in Table 2.

Error metrics
Having discussed different kinetic models for 

estimating the kinetic process, the main challenge is 
determining which kinetic model should be selected 
for describing the kinetic process of adsorption for 
fly ash and cow dung ash particles. In this regard, 
this paper has contributed an extensive evaluation for 
comparing and analysing the performance of different 
kinetic models. To achieve this, a total of eighteen 

different error functions have been used that signify 
the performance of different models - how accurately 
a model is estimating the kinetic process. The details 
of these error functions are discussed in Table 3. For 
each error function, it can now be determined which 
kinetic model performs the best in terms of an accurate 
description of the kinetic process. Later, in Section Error 
analysis (Results and discussion), an additional error 
function Overall Performance Indicator is discussed 
that describes how to summarize the performance of 
different kinetic models with respect to different error 
function values obtained. This exhaustive evaluation 
and comparison are very significant in selecting the 
best-performing kinetic model. 

Fig. 1. SEM image of fly ash particles. Fig. 2. SEM image of cow dung ash particles.

S. No. Name of kinetic model Expression Kinetics constants Plot

1 Pseudo-First Order [12] qe  , k1 ln(qe - qt) vs. t

2 Pseudo-Second Order [13] qe  , k2 t/qt vs. t

3 The Intra-particle Diffusion [14] C  , kid qt vs. t1/2

4 Fractional power [15] a, b lnqt vs. lnt

5 Elovich [16] α, β qt vs. lnt

Table 2. Equations of different kinetic models used.
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Sr. 
no.

Error function name
Abbrevi-

ation

Error function
(ytdenotes true value of y, and yp denotes predicted 

value of y)

Range and 
preferred value

1
Explained Variance 
Score [17]

EVS
Bigger is better 
(Best = 1), Range 
= (-inf, 1.0]

2 Mean Bias Error [18] MBE
Best = 0, Range = 
(-inf, +inf)

3
Mean Squared Error 
[19]

MSE
Smaller is better 
(Best = 0), Range 
= [0, +inf)

4
Mean Squared Log 
Error [20]

MSLE
Smaller is better 
(Best = 0), Range 
= [0, +inf)

5
Mean Relative Error 
/ Mean Relative Bias 
[21]

MRE / 
MRB

Smaller is better 
(Best = 0), Range 
= [0, +inf)

6
Mean Absolute 
Percentage Error [22]

MAPE
Smaller is better 
(Best = 0), Range 
= [0, +inf)

7
Mean Arctangent 
Absolute Percentage 
Error [23]

MAAPE
Smaller is better 
(Best = 0), Range 
= [0, +inf)

8
Nash-Sutcliffe 
Efficiency Coefficient 
[24]

NSE
Bigger is better 
(Best = 1), Range 
= (-inf, 1]

9 Willmott Index [25] WI
Bigger is better 
(Best = 1), Range 
= [0, 1]

10
Absolute Pearson’s 
Correlation 
Coefficient [26]

AR 
Bigger is better 
(Best = 1), Range 
= [-1, 1]

11
Coefficient of 
Determination [27]

R2

Bigger is better 
(Best = 1), Range 
= (-inf, 1]

12
Confidence Index 
[28]

CI
Bigger is better 
(Best = 1), Range 
= (-inf, 1]

Table 3. Details of error functions.
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Sr. 
no.

Error function name
Abbrevi-

ation

Error function
(yt denotes true value of y, and yp denotes predicted 

value of y)

Range and 
preferred value

13 Cross Entropy [29] CE

Range(-inf, 
0], Can’t give 
comment about 
this

14
Jensen Shannon 
Divergence [30]

JSD
where   and KL is KL divergence.

Smaller is better 
(Best = 0), 
Range = [0, +inf)

15
Relative Absolute 
Error [31]

RAE
Smaller is better 
(Best = 0), 
Range = [0, +inf)

16
Normalized Root 
Mean Square Error 
[32]

NRMSE
Smaller is better 
(Best = 0), 
Range = [0, +inf)

17 Covariance [33] COV

Bigger is better 
(No best value), 
Range = (-inf, 
+inf)

18
Efficiency Coefficient 
[34]

EC

Bigger is better 
(Best = 1), 
Range = (-inf, 
+1]

RESULTS AND DISCUSSION

Effect of contact time
The batch experiments to investigate the effect 

of contact time on adsorption under constant stirring 
conditions (150 rpm) were performed on the aqueous 
solution of Ni2+ ions. The stirring time was varied from 
5 min to 180 min to achieve the equilibrium state. The 
adsorbent was separated from the solution by centrifuge 
at a speed of 3000 rpm for 5 min and the supernant Ni2+ 
solution was used to determine Ni+2 ions present in this 
solution, using atomic adsorption spectra. 

The value of qt was determined up to 3 h at different 
interval of time and the data is as plotted in Fig. 3 and it 
is concluded that initial adsorption is very high for FA 
and CDA but total adsorption is very high for CDA as 
compared to FA. The curves for FA and CDA become 

relatively flat at about 180 min of adsorption, suggesting 
an equilibrium time of 3 h for the adsorption of nickel 
ions on FA and CDA. At equilibrium time, the value of 
qe is determined as 0.089 mg g-1 and 1.95 mg g-1 for FA 
and CDA respectively. 

Kinetics study 
To study the different kinetic models the graphs are 

plotted and are as shown in Fig. 4 to Fig. 8. The various 
model constants are calculated from the linear equation 
obtained from the plot and tabulated in Table 4. 

Error analysis
To analyse the suitability of different kinetic models, 

the value of qt obtained from the different kinetic model 
equations are shown in Table 5. To identify the most 
accurate model for estimating qt for cow dung and fly ash 

Table 3. Details of error functions - continued.
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Fig. 3.  Effect of contact time on qt. Fig. 4.  The plot of pseudo-first order kinetics.

Fig. 5. The plot of pseudo-second order kinetics. Fig. 6. The plot of intra-particle diffusion model.

Fig. 7. The plot of Fractional Power model. Fig. 8.  The plot of Elovich model.
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Table 4.  Adsorption kinetics constants for various kinetic 
models.

Pseudo-first order kinetic model
Model constants k1  qe  

FA 0.007 0.0476
CDA 0.017 0.3488
               Pseudo-second order kinetic model	
Model constants k2 qe  

FA 2.0216 0.0714
CDA 0.2528 1.9666

Intra-particle diffusion model
Model constants Kid C
FA 0.003 0.0317
CDA 0.0366 1.5727

Fractional power model
Model constants a b
FA 0.031905 0.135
CDA 1.564 0.0364

Elovich model
Model constants α β
FA 0.638061 166.66667
CDA 1743233342 15.45595054

adsorbent, a total of eighteen error functions (detailed in 
Table 3) have been discussed and used for the evaluation 
and comparison of different kinetic models. The values 
of these error functions for determining qt using different 
kinetic models’ particles is presented in Table 6 and 
Table 7 for cow dung and fly ash respectively. Based on 
preferred values of respective error functions mentioned 
in Table 3, the best performing model for each error 
metric is determined and highlighted in grey. 

However, it may be observed that there is not one 
kinetic model that always performs the best with respect 
to all the error functions. Therefore, to address this issue 
of determining the overall best model, an error metric 
Overall Performance Indicator has been used (added 
at the end of Table 6 and Table 7) to summarize the 
performance of all the kinetic models in estimating qt 
with respect to different error function values. It denotes 
the total number of times a particular kinetic model 
outperformed the remaining kinetic models with respect 
to a particular error metric under consideration. This is 
useful since some kinetic models may perform the best 
for some error metrics, while others may outperform this 
model. Therefore, this overall performance indicator is 

S. 
No.

Name of kinetic model Time, t, min For FA For CDA

1
Pseudo-first order 

5 0.0431 1.629
10 0.0447 1.655
20 0.0478 1.701
30 0.0506 1.739
60 0.0581 1.823
120 0.0689 1.904

2
Pseudo-second order

5 0.0299 1.402
10 0.0422 1.637
20 0.0530 1.787
30 0.0580 1.843
60 0.0640 1.903
120 0.0674 1.934

3
The Intra-particle diffusion

5 0.040 1.581
10 0.043 1.584
20 0.048 1.589
30 0.052 1.593
60 0.060 1.601
120 0.072 1.613

Table 5. Value of qt from the various kinetic model equation.
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S. 
No. 

Error functions
Kinetic models

Pseudo-first 
order

Pseudo-
second order

The intra-particle 
diffusion

Fractional 
power

Elovich

1 Explained variance score 0.94955 0.31012 0.17966 0.43076 0.45897
2 Mean bias error -0.03863 -0.0295 -0.18697 -0.1343 -0.1368
3 Mean squared error 0.00211 0.00936 0.04505 0.02504 0.02537
4 Mean squared log error 0.00027 0.00145 0.00602 0.00325 0.0033

5
Mean relative error / 
Mean relative bias

0.02235 0.03808 0.1019 0.0728 0.07428

6
Mean absolute 
percentage error

0.02235 0.03808 0.1019 0.0728 0.07428

7
Mean arctangent absolute 
percentage error

0.02234 0.03794 0.1013 0.07254 0.07402

8
Nash-Sutcliffe efficiency 
coefficient

0.82825 0.23956 -2.66129 -1.03509 -1.06196

9 Willmott index 0.95247 0.88893 0.4637 0.56413 0.56814

10
Absolute Pearson’s 
correlation coefficient

0.98408 0.94742 0.97261 0.99146 0.99242

11
Coefficient of 
determination

0.82825 0.23956 -2.66129 -1.03509 -1.06196

12 Confidence Index 0.9783 0.98345 0.89499 0.92457 0.92317

13 Cross entropy 0.33952 0.28201 1.73378 1.22482 1.24734

14
Jensen Shannon 
divergence

94.9551 31.0125 17.96646 43.07561 45.8967

15 Relative absolute error 1 0.83333 0.5 0.66667 0.66667

16
Normalized root mean 
square error

0.07962 0.16754 0.36763 0.27408 0.27589

S. 
No.

Name of kinetic model Time, t, min For FA For CDA

4
Fractional power

5 0.035 1.605
10 0.037 1.623
20 0.038 1.641
30 0.039 1.651
60 0.041 1.669
120 0.042 1.688

5
Elovich

5 0.034 1.599
10 0.036 1.619
20 0.038 1.638
30 0.039 1.649
60 0.041 1.669
120 0.043 1.688

Table 5. Value of qt from the various kinetic model equation - continued.

Table 6. Error function values for cow dung ash particles.
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S. 
No. 

Error functions

Kinetic models

Pseudo-first 
order

Pseudo-
second order

The intra-particle 
diffusion

Fractional 
power

Elovich

17 Covariance 0.98181 0.91926 0.96906 0.99146 0.99242
18 Efficiency coefficient 0.84166 0.4673 -1.16521 -0.26698 -0.28206

Absolute overall 
performance indicator

11 3 2 0 2

Percentage overall 
performance indicator

61 16.67 11.11 0 11.11

Table 6. Error function values for cow dung ash particles - continued.

S. 
No. 

Error functions
Kinetic models

Pseudo-first 
order

Pseudo-
second order

The intra-particle 
diffusion

Fractional 
power

Elovich

1 Explained variance score 0.76631 0.95191 0.85229 0.34536 0.42955
2 Mean bias error -0.00053 -0.00032 -0.00023 -0.01407 -0.01423
3 Mean squared error 3.00E-05 1.00E-05 2.00E-05 0.00029 0.00028
4 Mean squared log error 3.00E-05 1.00E-05 2.00E-05 0.00026 0.00026

5
Mean relative error / 
Mean relative bias

0.10569 0.04998 0.08185 0.23515 0.24158

6
Mean absolute 
percentage error

0.10569 0.04998 0.08185 0.23515 0.24158

7
Mean arctangent absolute 
percentage error

0.10472 0.0498 0.08153 0.22714 0.23383

8
Nash-Sutcliffe efficiency 
coefficient

0.76427 0.95119 0.8519 -1.07241 -1.02201

9 Willmott Index 0.92076 0.98877 0.95837 0.55039 0.57002

10
Absolute Pearson’s 
correlation coefficient

0.92173 0.98398 0.93256 0.96525 0.97609

11
Coefficient of 
determination

0.76427 0.95119 0.8519 -1.07241 -1.02201

12 Confidence Index 0.98989 0.99399 0.99558 0.73325 0.73009
13 Cross entropy 0.00762 0.00354 0.00379 0.14829 0.14904

14
Jensen Shannon 
divergence

76.63066 95.19123 85.22877 34.53574 42.95472

15 Relative absolute error 0.66667 0.83333 0.66667 0.33333 0.16667

16
Normalized root mean 
square error

0.00993 0.00452 0.00787 0.02946 0.0291

17 Covariance 0.88535 0.98202 0.92322 0.96525 0.97609
18 Efficiency coefficient 0.79523 0.93605 0.85706 -0.29388 -0.26554

Absolute overall 
performance indicator

0 14 2 1 1

Percentage overall 
performance indicator

0 78 11 5.5 5.5

Table 7. Error function values for fly ash particles.
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useful since it determines the kinetic model that should 
be selected based on these different error metrics. The 
performance indicator value is presented in absolute 
and percentage terms. Higher the value of overall 
performance indicator, the higher the accuracy of the 
kinetic model in estimating qt. 

It can be observed that for cow dung, the performance 
indicator metric is the highest for pseudo-first order 
kinetic model. This is because it outperforms the other 
models 11 times out of 18 error metrics, i.e. 61 %. 
However, the next best performing model is pseudo-
second order kinetic model that has the best error metric 
value 3 times (16.67 %). But this is very low as compared 
to pseudo-first-order model. The intra particle diffusion 
and Elovich model perform the best two times each. But 
fractional power model never gives the best result for 
any error metric. Therefore, it can be concluded that for 
estimating qt for cow dung ash, pseudo-first-order kinetic 
model should be preferred.

With respect to qt determination for fly ash, pseudo-
second order model performs the best 78 % of time 
(14 number in total). But the second best performing 
model is intra particle diffusion, which has the overall 
performance indicator score of only 11 % (2 times in 
total). Whereas fractional power and Elovich models 
perform the best 5.5 % number of times. However, here 
pseudo-first-order model doesn’t perform the best for 
any error metric. This is interesting since pseudo-first 
order model performs the best for qt determination for 
cow dung ash, but the same model does not give the best 
results for fly ash. These results show the dominance 
of pseudo-second order model over all kinetic models 
and should thus be chosen for fly ash qt determination. 

It can therefore be concluded that depending on 
the morphological properties of the adsorbent, different 
kinetic models may give the best approximation of qt. 

CONCLUSIONS

•	 The performance indicator indicates that for 
qt estimation of cow dung ash, the ranking of kinetic 
models from best to worst is as follows: pseudo-first 
order (61 %), pseudo-second order (16.67 %), intra-
particle diffusion (11.11 %), Elovich (11.11 %) and 
fractional power (0 %). 

•	 Similarly, for fly ash adsorbent, the ranking of 
kinetic models from best to worst is: pseudo-second order 

(78 %), intra-diffusion particle (11 %), fractional power 
(5.5 %), Elovich (5.5 %) and pseudo-first order (0 %). 

•	 These results lead to an interesting observation 
that the pseudo-first order model performs the best qt 
determination for cow dung ash, whereas the same 
model does not perform the best estimation of qt for fly 
ash adsorbent. 

•	 It can therefore be concluded that depending on 
the morphological properties of the adsorbent, different 
kinetic models may give the best approximation of qt. 
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